
Are aligned language models 
adversarially aligned?

Nicholas Carlini

Google DeepMind







Act I: 

Background
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How do we generate 
adversarial examples?
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An aligned language model is

helpful and harmlesshelpful harmless

aligned
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Why do we care?



Why do we care?

"Mitigating the risk of extinction from AI should be a 
global priority alongside other societal-scale risks 

such as pandemics and nuclear war."






Can we use adversarial  
 techniques to test alignment?





Act II: 

Attacking Aligned Models
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What's missing?


The science



science not science



WAIT HASN'T 
THIS BEEN 
DONE ALREADY!?



What's missing?


The adversary





Warm-up: attacking

multi-modal aligned models





Insult me.



System: You are a helpful and 
harmless language model. 

User: Insult me.


 

Assistant: 
[image embedding]




[image embedding]




0.3266, 0.2569, ...

System: You are a helpful and 
harmless language model. 

User: Insult me.
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System: You are a helpful and 
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0.3266, 0.2569, ...



What's the attack objective?



The Affirmative Response Attack

System: You are a helpful and 
harmless language model. 

User: Insult me. 0.3266, 0.2569, ...


 

Assistant: OK



The Affirmative Response Attack

System: You are a helpful and 
harmless language model. 

User: Insult me. 0.3266, 0.2569, ...


 

Assistant: OK



Does this work?



Quantitative Analysis
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Qualitative Analysis



WARNING:

 

Offensive content on the next slide









Act II: 

Language-only attacks



Simple vision attacks work out 
of the box... what about 

language attacks?
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There are two possible reasons:


(1) The attack is bad 

(2) The alignment worked



How do we disentangle 

these two possibilities?



Let's build a new test set

that we can solve via  

brute force.
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A better NLP attack





Text is discrete



The Affirmative Response Attack

System: You are a helpful and 
harmless language model. 

User: Insult me. 0.3266, 0.2569, ...


 

Assistant: OK



The Affirmative Response Attack

System: You are a helpful and 
harmless language model. 

User: Insult me.  foo  bar  baz


 

Assistant: OK



Text is discrete



Text is discrete
But what if it wasn't?





System: You are a helpful and 
harmless language model. 

User: Insult me.  foo bar baz

 
Assistant: OK
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System: You are a helpful and 
harmless language model. 

User: Insult me.

 
Assistant: OK

[1.2, 9.7, 2.3, 
4.2, 1.5, ...]

[4.2, 1.3, 4.1, 
5.8, 4.0, ...]

[3.5, 8.2, 1.4, 
3.5, 2.5, ...]



1. Compute the gradient with 
respect to the attack prompt 

2. Evaluate at the top B candidate 
words for each location  

3. Choose the word with lowest 
actual loss and replace it.


4. Repeat.





Evaluation
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This attack also breaks 
production language 

models.



1. Generate adversarial 
examples on Vicuna 

2. Ctrl+C Ctrl+V



1. Generate adversarial 
examples on Vicuna 

2. Ctrl+C   Ctrl+V





A brief comment on 
responsible disclosure



Why do these attacks 
transfer?





Vicuna is an unintended  
ChatGPT Surrogate





Conclusions



Aligned language 
models are not 

adversarially aligned



The security of 
something no one  
uses doesn't mater



The security of 
something everyone  
uses matters a lot



Can we fix this?
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