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The Year is 2014
Someone tells you they have a new


algorithm to generate synthetic images



The Year is 2014

Goodfellow et al. Generative Adversarial Nets. NeurIPS 2013.



The Year is 2022
Someone tells you they have a new


algorithm to generate synthetic images



The Year is 2022

A photo of a Corgi dog riding a bike in Times Square. 
It is wearing sunglasses and a beach hat.

Saharia et al. Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding. 2022.





Bird

or 


Bicycle



Competing against:





85% it is a


American
Robin



82% it is a


Bicycle



95% it is a


Magpie



99.99% it is




99.99% it is


Bald Eagle



92% it is


Bicycle



99.99% it is


Bald Eagle



This phenomenon is known as an

adversarial example

B. Biggio, I. Corona, D. Maiorca, B. Nelson, N. Srndic, P. Laskov, G. Giacinto, and F. Roli. Evasion attacks against machine learning at test time. 2013.

C. Szegedy, W. Zaremba, I. Sutskever, J. Bruna, D. Erhan, I. Goodfellow, and R. Fergus. Intriguing properties of neural networks. ICLR 2014.


I. Goodfellow, J. Shlens, and C. Szegedy. Explaining and harnessing adversarial examples. 2014.



86% it is


45 MPH

Eykholt et al. Robust Physical-World Attacks on Deep Learning Visual Classification. CVPR 2018.



What will a state-of-the-art

neural network transcribe?

Carlini & Wagner. Audio Adversarial Examples: Targeted Attacks on Text-to-Speech. 2018



"It was the best of times, it was the 
worst of times, it was the age of 

wisdom, it was the age of 
foolishness, it was the epoch of 

belief, it was the epoch of incredulity"

Carlini & Wagner. Audio Adversarial Examples: Targeted Attacks on Text-to-Speech. 2018





People have tried very 
hard to stop these attack



11

2 Mostly Broken
Completely Broken

You can't just train this away

Tramer, Brendel, Carlini & Madry. On Adaptive Adversarial Attacks. NeurIPS 2020.
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Deep Learning is  
inscrutable



It's okay for some things 

to be inscrutable









In contrast:


Deep learning is inscrutable  
even to the experts.





Various proposed explanations for adversarial examples



Let me just give you 

another example...



















Reality



Why is machine learning

inscrutable?



With four parameters I can fit an 
elephant, and with five I can  
make him wiggle his trunk. 

- John Von Neumann



With four billion parameters  
I can almost fit ImageNet. 

- Modern ML Researchers



Ac
cu

ra
cy

 (%
)

VGG 
144M

74%

91%

ModelSoup 
2400M

AlexNet 
 60M

63%

ResNeXt

830M

85%





Things Fall Apart







But how are we going to  
get enough data to  
train these models?



Self-supervised machine 
learning is the future


- Yann LeCun



What we currently understand:

You should train models on high-
quality datasets to fit a collection 

of labeled training examples.



Self-supervised learning:


Take the last few things we did understand,

and then stop doing them.



For example:

 

Sentiment Analysis



I loved this movie! It was the best  
movie I've ever seen in my life!


This was a total waste of time,

there was nothing good at all. 
 
This movie was entertaining, there

wasn't anything bad about it.

Positive 
 

Negative 

Positive



Positive 
 

Negative 

Positive



Positive 
 

Negative 

Positive

I actually really liked this movie 
even though I heard bad things.

Positive



Self-supervised 
learning relies on 

"proxy tasks"



I loved this movie! It was the best  
movie I've ever seen in my life!


This was a total waste of time,

there was nothing good at all. 
 
This movie was entertaining, there

wasn't anything bad about it.

Positive 
 

Negative 

Positive



I loved this movie! It was the best  
movie I've ever seen in my life!


This was a total waste of time,

there was nothing good at all. 
 
This movie was entertaining, there

wasn't anything bad about it.

Radford, Jozefowicz, Sutskever. Learning to Generate Reviews and Discovering Sentiment. 2018.



I loved this movie! It ____ the best  
movie I've _________ in my life!


This was a total ________ time,

____ was nothing good at __. 
 
This movie was ___________, there

wasn't ________ bad about it.

Radford, Jozefowicz, Sutskever. Learning to Generate Reviews and Discovering Sentiment. 2018.



Positive 
 

Negative 

Positive

I actually really liked this movie 
even though I heard bad things.

Overall my feelings are ______.

Positive



Chen et al. A Simple Framework for Contrastive Learning of Visual Representations. 2020.



Chen et al. A Simple Framework for Contrastive Learning of Visual Representations. 2020.



(   )
(   )

= a

= b
Chen et al. A Simple Framework for Contrastive Learning of Visual Representations. 2020.
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To classify:
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To train a self-supervised model:

1. Crawl the internet

2. Collect ALL THE DATA!

3. Train on all of it



(    ) 1. Crawl the internet

2. Collect ALL THE DATA!

3. Train on all of it

To train a self-supervised model:



Self-supervised learning:


Take the last few things we did understand,

and then stop doing them.



Labeled 
training data



Labeled 
training data✗



High-quality 
training data



High-quality 
training data✗





Even standard 
gradient descent 

begins to fail







Practically speaking 
what does this mean 

for reliability?




Poisoning attacks 
become a real threat






f(    ) = 8



f(    ) = 8







The Internet is a cauldron of evil,  

- James Mickens



The Internet is a cauldron of evil,  

And if you don't fully understand  
how machine learning works,  

- James Mickens



The Internet is a cauldron of evil,  

And if you don't fully understand  
how machine learning works,  

Why would you connect the two?

- James Mickens



For example: Poisoning  
Semi-Supervised Learning

Carlini. Poisoning the Unlabeled Dataset of Semi-Supervised Learning. 2021.



TODO



TODO















Why does the 
model learn this 

decision 
boundary?









Why does the 
model learn this 

decision 
boundary?



We don't 
know



Poisoning  
will be easy





Desired

Error



If we could insert 
labeled data



Poisoned  
Sample



Desired

Error



but if we added 
unlabeled data ...













instead ...

















Success!





How much poisoning data? 



How much poisoning data? 

Fully supervised learning: 1%




How much poisoning data? 

Fully supervised learning: 1%


Semi-supervised learning: 0.1%




How much poisoning data? 

Fully supervised learning: 1%


Semi-supervised learning: 0.1%


Self-supervised learning: 



How much poisoning data? 

Fully supervised learning: 1%


Semi-supervised learning: 0.1%


Self-supervised learning: 0.00001%





Conclusion



Lessons for

the Future


of Machine Learning



How
def is_triangle(x):

  u = np.sum(x[:len(x)//2])

  l = np.sum(x[len(x)//2]:)

  if u < l/2:

      return "triangle"

  else:

      return "circle"



How
def is_triangle(x):
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What



What(not-even)What



Questions

nicholas@carlini.comhttps://nicholas.carlini.com

https://nicholas.carlini.com

