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adversarial machine learning?
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The Year is 2022
Someone tells you they have a new 

algorithm to generate synthetic images



The Year is 2022

A photo of a Corgi dog riding a bike in Times Square. 
It is wearing sunglasses and a beach hat.
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Someone tells you they have discovered 

a flaw in the robustness of neural networks



The Year is 2022
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:-(





Why? 

Defenses are really hard.



That can't be all though. 

Consider symmetric key 
cryptography





<6 years later ... 

AES is basically perfect





For some reason though, 
>6 years on, we can't stop 
publishing defenses that 

are broken by undergrads.





Does that mean we've 
made zero progress? 

Obviously not.



We've gotten really good at 
knowing how to evaluate 
correctly, if you try hard.
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The result I'm most surprised by: 
certified robustness on 

ImageNet!







To appear ~tomorrow



Who would win?

Six years of researchers 
training the best 

adversarially robust 
 neural networks

One diffusion 
model



To appear ~tomorrow
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Who even is the 
adversary here?
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You are 
being evil



Except here's the thing.


I don't believe this defense 
actually works.



What I want:


More attacks and defenses

on practical systems.





We might want to improve ... 

1. General purpose robustness 

2. The robustness against worst-case attack 

3. The robustness against practical attacks
we still have a chance!




