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Natural 
NeurIPS'20, with Florian Tramer, Wieland Brendel, Aleksander Madry



Adversarial (n.) 
Defn: "involving or characterized by 

conflict or opposition."



a neural network f 
an input to the network x 

a new input x′ 

f(x′) is classified incorrectly 
x and x′ are close

GIVEN   

FIND

SUCH THAT



Adversarial Accuracy 

Probability an adversary can 
succeed at this game 





We evaluated 13 defenses proposed at 
(ICLR|ICML|NeurIPS) 20(18|19|20)

All were broken.  
Adversarial accuracy of roughly 0%.



Random 
Direction

Ra
nd

om
 

D
ire

ct
io

n



Random 
Direction

Ra
nd

om
 

D
ire

ct
io

n



Random 
Direction

Ra
nd

om
 

D
ire

ct
io

n





Adversarial 
Direction

Ra
nd

om
 

D
ire

ct
io

n





What do 
defenses do?









Our paper: 
Adaptive Attacks



I'm not going to tell you  
how we broke them.

... it's quite boring.







Instead let's talk about 
the context of this paper



Previously



New Idea 1
Defenses Attacks

New Idea 2

New Idea 3

New Idea A

New Idea B

New Idea C





Today ...



New Idea 1
Defenses Attacks

New Idea 2

New Idea 3

New Idea 95

New Idea A

New Idea B

New Idea C

just reuse one



Another weakness of the 
paper is that defenses 
are broken by existing 
techniques. Indeed, at 
the end of the analysis, 
most of the defenses are 
broken either by using 
EOT, BPDA, or by tuning 
the parameters of existing 
attacks such as PGD. All 
this techniques already 
exist in the literature 
[ 1 ,2 ,3 ,4 ] ; hence the 
technical part is not novel.



Two areas  
have improved



1. Code  
is now always available 

2. Adaptive attacks 
are at least attempted



The problem 
is methodological



Simplicity



for example ... one paper's attack



for example ... one paper's attack



for example ... our attack
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Distribution Shifts

Natural 
Distribution Shifts

Rohan Taori, Achal Dave, Vaishaal Shankar, Benjamin Recht, Ludwig Schmidt



Natural (adj.) 
Defn: "existing in or caused by nature"



What we want
1.Someone wants to know what breed of  

dog they just saw on the street 
2.They take out their phone 
3.Open up the camera app 
4.Take a picture, and run a ResNet on the image



What we have
1.Someone wants to know what breed of  

dog they just saw on the street 
2.They take out their phone 
3.Open up the camera app 
4.Close the camera app. Open up the browser. 

Visit http://image-net.org/. Download the 
ILSVRC2012 test set. Select an image of a dog 
uniformly at random. Ask the resnet model to 
classify that random image. Ignore the real dog.

http://image-net.org/


Constructing  
"natural" datasets











Now we have a new dataset. 

Identical in every way to the original. 

How do models do on this new dataset?





Possible explanations

1. It's just a harder dataset 
2. Adaptive overfitting 
3. Distribution shift
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Humans



Possible explanations

1. It's just a harder dataset 
2. Adaptive overfitting 
3. Distribution shift



Adaptive
Overfitting



Possible explanations

1. It's just a harder dataset 
2. Adaptive overfitting 
3. Distribution shift





Are there any ways to 
increase robustness to 
this distribution shift?



Our Approach: 

BIG DATA



Formalization: 

Effective Robustness













So what helps?





OpenAI's 
CLIP





Possible explanations
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4. It's just a weird dataset
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Does synthetic 
=> 

natural robustness 







If you wan to increase 
robustness, you can ... 
1. Train on more data 
2. Train on the distribution shift you care about 
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If you wan to increase 
robustness, you can ... 
1. Train on more data 
2. Train on the distribution shift you care about 
3. Train on the distribution shift you care about 
4. Train on the distribution shift you care about



And this is what makes 
adversarial/natural 
shifts hard to solve



Neural networks are  
(still) not robust
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