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This talk: neural networks



€he New 1Jork Eimes

The Race for Self-Driving Cars

Autonomous cars have arrived. Major automakers have been investing
billions in development, while tech players like Uber and Google’s

parent company have been testing their versions in American cities.
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What can | help
you with?

R




Machine learning Is amazing

But there's a catch



Understandability



This talk:

DISCUSS security & privacy
problems being studied In
the research community



What this talk 1s not
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What this talk 1s







What are the security problems
N machine learning today”
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Ihese phnenomena are Known as
adversarial examples

B. Biggio, I. Corona, D. Maiorca, B. Nelson, N. Srndic, P. Laskov, G. Giacinto, and F. Roli. Evasion attacks against machine learning at test time. 2013.
C. Szegedy, W. Zaremba, |. Sutskever, J. Bruna, D. Erhan, |. Goodfellow, and R. Fergus. Intriguing properties of neural networks. ICLR 2014.
|. Goodfellow, J. Shlens, and C. Szegedy. Explaining and harnessing adversarial examples. 2014.
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VWhat does this have
to do with voice?



We use these same
classitication approaches
for speech recognition.






Attacks on Android,
circa 2015
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State-of-the-art in 2015



t's been three years.

Can we do better?



Feynman Algorithm

1. Write down the problem.
2. Think very hard.
3. Write down the answer.



Towards Evaluating the Robustness
of Neural Networks

Nicholas Carlini

University of Califomia, Rerkeley

ARSTRACT

Neonl netporke pmvide stste-of-the-art peolte for most
mxchine lesning tske [nfononately, neoral netporks ars
vilnaahls in advarsarial exsmples: given an npot = and oy
target classification £, it iz poasihls to find 2 new inpot 2
that & similar to = hot clmsified ax £, Thiz makes it dffionlt
to spply neoral natworks in eacorty-critical amax Defanaive
dizflllaion iz 2 moantly proposad approxch that can tske an
arhitrary neonl network, and increams ite mhiminass, mdncing
the excems oats of corent attacks” ahdlity in find adwasaral
examplss from 95% o 0.5%

In this paper, we demoneirats that defaneive detillafion dos
oot significantly incrases the robhoainem of neoral natworks
on both dsilied and ondefillad newal networke with 100%
pmbabdlity Oor sttacke ars tsilomd to theas detancs matrice
mad previomly in the litarstom, and when compamd to pos-
ars often mnch mom sffactive (and never wos). Forhemmom,
we pmpoes ming bigh-confidancs adwemaria]l examplaz in
a dimpls traoefapiility et we show can alen be mad to
beesk defarmive detilafion W hops oor attacks will hs oead
= 2 bacchmak in foiors defanes sttempiz to ceste neoral
natworks that resist adversarial examples

L INTRODUCTIDN

Desp neoral natworke hawe bacoms icmaingly affactive
at many dffionlt machins-leaming takz In the imags mcog-
nifion domsin, they ars ahls to oxognize magee with near-
boman acowacy [27], [25] They are alen mad for spesch
mcognition [13], natneal langnage pmosasing [1], and playing
games [43], [32]

However, meaarchar have dzcovend that sxikting neoral
natworke ars voloershls to stk Szegady & ol [46] fmt
noticad the existancs of edversarial eranples in the imags
clamificstion domaine ¥ & possihls to taneform an imags by
2 emall smoont and thersbyy changs hovy the imags is clmsiflad
Oftsn, the inta] amonnt of changs mgoimd can be w0 emall =
to hs ondatectshla

The degres to which sttackars can find advasarial
limite the domsine in which neora]l natworke can be oead
For exampls, if we e neaoral natworke in ealf-deving cars,
adveraria] examplas conld allowy an attacker to cams the car
to taks oopanisd actions

The sxktence of advarsarial sxamplaz has impimd masarch
on bow to harden neoral networke agaimt dhees kinde of

David Wagoex
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Depushe dnllotive [39] it ons uxch momnt defanes pro-
posad for handaning nenral netporks agsinet advararial saxam-
plee. Initia]l snalyxiz pmead in bs vary pmmizing: defanaive
dizflllation defsstx 8. attack algorithme and mdnces their
mxcems prohability from 95% to 0.5%. Defansive detillafion
can ba sppliad to vy fead-forwan] neoml natwork and only
mgurm 2 tingls m-nining wep, ad iz comenfly one of
the only defanem giving mtmng sacorty gnaontem againet
advarnaria] examplaz

In ganeral, thers am tyo dffarent appmaches ons can taks
to evalnams the mbhoeinass of 2 neonl natwork™ aktampt to povs
a lower boond, or constroct sttacks that demonetrats an oppar
boond The former sppmach, whils eoond, ix echetandally
mors dEfficok o mplement in practics, and all atsmpte haves
mquirad appmximations [2], [21] Oo the other hand i the
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Nicholas Carlini

A frruf—Fa condirret targsted andlo adversarial sonnpis

on antoratie apeeeh recognition. Ghen any andlo smweirene,
e tan prodnss ancther that s over 9% drdiar bhot

randerihed ot any phrais 9w chooss (reccgnbing op to 5
charasters por aseond of andlo) We apply oor white-hex
erativa optind sat] o and attaelr to Mol B a*s Inaplers snde thon
DeepSpeeeh and-to-ond, and show ik bas a 100% mests rate.
The Badhlity of this attesir Introfines a neor donsain to andy

1 INTRODUOCTION

Az he e of neoml natworke continoes to grosy, it i
crifical to examine their hahavior in adwemarial eattings
Pror work [8] ks shosyn that nenral natworks are vnlnemahls
to adwerarial enmnples [M)], instancm 2/ similar to a
natneal inetancs =, bot classifiad by 2 naoral natwork ax sy
(incormct) targat £ chossn by the advemary.

Exisfing work on adversarisl axamples has focoead largaly
on the epace of imagas, be it imags clasificstion [40], ganer-

ative modals on imagem [26], imags eagmentstion [1], fxcs
datection [37], or minforcament

lsaming by manipalating
the image the RL agant easz [6, 21] In the dizcrmts domain,
thers hae haan zoms etndy of adversaral sxsmplas over text
clamificafion [23] snd malyars clazsificafion [16, 20]
Thers has hasn comparatively Hitls etndy on the spacs of
mdio, whers the most common ms ix parforming satomatic
epaach recognition In aninmatic spesch mongnition, 2 naoral
oatwork & given an sndio waveaform = and perform the
epasch-to-taxt tranefoem that givwes he tnecdpfion ¢ of the
pheass heing spoken (= mad in, 6.g., Apple Si, Googls
Now, and Amazon Echa)
meognition has pmeen difficnlt Hidden and inanddhls wnics
commande [11, 39, 41] am tagamd astacks, hot mqoirs
new mfio and can oot modify exising andio
(analogome to the ohesrvation that nanrl natworks can maks
bigh confidencs prdicone for o ogndzshls images [33])
Other work haz comtmetad standsy] ontargemd advanarial
examplaz on Effemnt saadlo eyeemme [13, 24]. The corent
etate-of-the-at trgatad attack on antomafic speach mcog-
nition iz Hondinl [12], which can only constrct andia
leadfing the anthors to stass
targaind aftacks eaam to hs moch mors challenging
when desling with spasch mcognition sytems
than shen we consider srfificial vienal eyznme

Audio Adversarial Examples: Targeted Attacks on Speech-to-Text

David Wegner

Uhniversity of Califomis, Berkeley
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Comivibptiomy. In thiz paper, we demonstrate that targstad
adveraria] exsmples sxizt in the andio domain by attacking
DeapSpaach [18], a etate-of-the-art epaach-in-text tranecdp-
tlon neoral netyork. Figom 1 {loetrates oor sttack given sy
natneal wavefomm =, we ams shls to conetct 2 pactorhation
4 that & nesrly inadihls hot e that = 4-4 & xognizad =
eay dedrad phems. We am ahis to achiswe thiz by making
ms of etmng, ¥soative, opfimization-hazad astacks hmad on
the work of [10]

Oor whits-hox attack & and-to-end, and oparstes diractly
on the ooy aamplex that am mad ax inpot to he clmsiflar
Thiz raquirs optimizing theongh the MIC pre-procmsing
tmamfomation which iz baz besn pmven to bs dEficnlt
[11]. Oor agack worke with 100% mxcoses mganilms of
the deirnd tranecdption or indtial eoocs andio eampls.

By tarfing with s schitrary wavefomm, ench = moic, we
can smhad epasch into andio that shonld not be racogndzad
= epancly, and by choosing dlences s the turgat, e can bide
mdio fmm a spaach-to-text eyatem.

Andio advarsardal examples give 2 new domasin in sxplors
thees intrigning pmpertiss of neoral natworke Wa hops
others wil bolld on oor sttacks 0 forther sndy this flald
To fadlitate finrew work we maks oor cods and datasst
avallshls' Adftionally we sncoorage the resder to listen
to oor andio adversadal exsmples
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Mozilla's DeepSpeech



Mozilla's DeepSpeech
transcripes this



Mozilla's DeepSpeech
transcripes this as

‘most of them were staring
quietly at the big table’



[adversariall



‘It was the best of times, it was the
worst of times, it was the age of
wisdom, It was the age of
foolishness, it was the epoch of
pelief, It was the epoch of incredulity”



Whny IS this SO
much stealthier?






't WOrksS on music, too

DeepSpeech transcribes
'speech can be embedded in music’



ANA can nide" speecn

DeepSpeech does not hear any
speech In this audio sample






That's a lot of problems

Do you have any solutions”



Sorry, Nno.
This Is an active area of research.

ASK me again in two years.
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Yes, machine [anee
learning gives
amazing results




However, there are
also significant
vulnerabilities




Questions?

Vlore Detalls:

https://nicholas.carlini.com


https://nicholas.carlini.com

