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So how are
we doing?
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I'his pnenomenon IS kKNnown as an
adversarial example

B. Biggio, I. Corona, D. Maiorca, B. Nelson, N. Srndic, P. Laskov, G. Giacinto, and F. Roli. Evasion attacks against machine learning at test time. 2013.
C. Szegedy, W. Zaremba, |. Sutskever, J. Bruna, D. Erhan, |. Goodfellow, and R. Fergus. Intriguing properties of neural networks. ICLR 2014.
|. Goodfellow, J. Shlens, and C. Szegedy. Explaining and harnessing adversarial examples. 2014.
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HOowW dO we generate
adversarial examples”




DEFN: The loss of a neural network
on an input x for a label y

'S a measure of how wrong

the network 1S on X.



- dog) Is small

~guacamole) Is large




MAXIMIZE neural network 10Ss
on the given Input

SUCH THAT the perturbation is less
than a given thresholo



What do we need to know?

cverytning.












WHY does this work?
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‘most of them were staring
quietly at the big table’



What about this”



‘It was the best of times, it was the
worst of times, it was the age of
wisdom, It was the age of
foolishness, it was the epoch of
pelief, It was the epoch of incredulity”
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Okay, lesson learned.



Okay, lesson learned.

oY AuALO
Don't classify images with
neural networks.



Generating Natural Language Adversarial Examples HALLUCINATIONS IN NEURAL MACHINE TRANSLATION
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ABSTRACT

Neural machine translation (NMT) systems have reached state of the art performance in
translating text and are in wide deployment. Yet little is understood about how these sys
tems function or break. Here we show that NMT systems are susccptiblc to producing
highly pathological translations that are completely untethered from the source material,
which we term hallucinations. Such pathological translations are problematic because they
are are deeply disturbing of user trust and easy to find with a simple search. We describe a
method to generate hallucinations and show that many common variations of the NMT ar
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Don't let adversaries
perform gradient descent.
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Zhou Ren

Snap Inc.

Venice, CA 90291 USA

zhou.ren@snapchat .com ABSTRACT

Neural networks are known to be vulnerable to adversarial exan
chosen perturbations to real images, while imperceptible to hum;
classification and threaten the reliability of deep learning systems
guard against adversarial examples, we take inspiration from game
Convolutional neural netw the problem as a minimax zero-sum game between the adversary a
in recent years. However, gcnera}, for such games, the optimal strategy for both players re«
For example, imperceptib tic policy, also known as a mbfed strategy. In this llght,. we pro
Activation Pruning (SAP), a mixed strategy for adversarial defer
a random subset of activations (preferentially pruning those with
tude) and scales up the survivors to compensate. We can apply S
networks, including adversarially trained models, without fine-tuni
bustness against adversarial examples. Experiments demonstrate t
robustness against attacks, increasing accuracy and preserving cal

lutional neural networks t
at inference time to mitige
ization operations: randoil
size, and random padding
dom manner. Extensive ¢
tion method is very effecti
tacks. Our method Providi. wiae cuvaivrvamng s rssssmagee ) sav sesessssavssss sassssssssg wa
fine-tuning, 2) very few additional computations, 3) compatible with other adver-
sarial defense methods. By combining the proposed randomization method with
an adversarially trained model, it achieves a normalized score of 0.924 (ranked
No.2 among 107 defense teams) in the NIPS 2017 adversarial examples defense
challenge, which is far better than using adversarial training alone with a nor-
malized score of 0.773 (ranked No.56). The code is public available at https:
//github.com/cihangxie/NIPS2017_adv_challenge_defense.

Published as a conference paper at ICLR 2018

COUNTERING ADVERSARIAL IMAGES
USING INPUT TRANSFORMATIONS

Chuan Guo”® Mayank Rana & Moustapha Cissé & Laurens van der Maaten
Cornell University Facebook AI Research

ABSTRACT

This paper investigates strategies that defend against adversarial-example attacks
on image-classification systems by transforming the inputs before feeding them
to the system. Specifically, we study applying image transformations such as
bit-depth reduction, JPEG compression, total variance minimization, and image
quilting before feeding the image to a convolutional network classifier. Our ex-
periments on ImageNet show that total variance minimization and image quilting
are very effective defenses in practice, in particular, when the network is trained on
transformed images. The strength of those defenses lies in their non-differentiable
nature and their inherent randomness, which makes it difficult for an adversary to
circumvent the defenses. Qur best defense eliminates 60% of strong gray-box and
90% of strong black-box attacks by a variety of major attack methods.

{buckman, aurkor, craffel, goodfellow}@google.com
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Obfuscated Gradients Give a False Sense of Security:
Circumventing Defenses to Adversarial Examples

Anish Athalye *! Nicholas Carlini “? David Wagner 2

Abstract

We identify obfuscated gradients, a kind of gradi-
ent masking, as a phenomenon that leads to a false
sense of security in defenses against adversarial
examples. While defenses that cause obfuscated
gradients appear to defeat iterative optimization-
based attacks, we find defenses relying on this
effect can be circumvented. We describe charac-
teristic behaviors of defenses exhibiting the effect,
and for each of the three types of obfuscated gra-
dients we discover, we develop attack techniques
to overcome it. In a case study, examining non-
certified white-box-secure defenses at ICLR 2018,
we find obfuscated gradients are a common occur-
rence, with

, in the original
threat model each paper considers.

1. Introduction

In response to the susceptibility of neural networks to adver-
sarial examples (Szegedy et al., 2013; Biggio et al., 2013),
there has been significant interest recently in constructing de-
fenses to increase the robustness of neural networks. While
progress has been made in understanding and defending
against adversarial examples in the white-box setting, where
the adversary has full access to the network, a complete
solution has not yet been found.

As benchmarking against iterative optimization-based at-
tacks (e.g., Kurakin et al. (2016a); Madry et al. (2018);
Carlini & Wagner (2017c)) has become standard practice in
evaluating defenses, new defenses have arisen that appear to
be robust against these powerful optimization-based attacks.

We identify one common reason why many defenses provide

*Egual contribution 'Massachusetts Institute of Technol-
ogy “University of California, Berkeley. @ Correspondence
to: Anish Athalye <aathalye@mit.edu>, Nicholas Carlini
<npc@berkeley.edu>.

Proceedings of the 35" International Conference on Machine
Learning, Stockholm, Sweden, PMLR 80, 2018. Copyright 2018
by the author(s).

apparent robustness against iterative optimizatio
obfuscated gradients, a term we define as a speci
gradient masking (Papernot et al., 2017). Witho

ents caused by these three phenomena. We address gradient
shattering with a new attack technique we call Backward
Pass Differentiable Approximation, where we approximate
derivatives by computing the forward pass normally and
computing the backward pass using a differentiable approx-
imation of the function. We compute gradients of random-
ized defenses by applying Expectation Over Transforma-
tion (Athalye et al., 2017). We solve vanishing/exploding
gradients through reparameterization and optimize over a
space where gradients do not explode/vanish.

To investigate the prevalence of obfuscated gradients and
understand the applicability of these attack techniques, we
use as a case study the ICLR 2018 non-certified defenses
that claim white-box robustness. We find that obfuscated
gradients are a common occurrence, with 7 of 9 defenses
relying on this phenomenon. Applying the new attack tech-
niques we develop, we overcome obfuscated gradients and
circumvent 6 of them completely, and 1 partially, under the
original threat model of each paper. Along with this, we
offer an analysis of the evaluations performed in the papers.

Additionally, we hope to provide researchers with a common
baseline of knowledge, description of attack techniques,
and common evaluation pitfalls, so that future defenses can
avoid falling vulnerable to these same attack approaches.

To promote reproducible research, we release our re-
implementation of each of these defenses, along with imple-
mentations of our attacks for each. !

https://github.com/anishathalye/

obfuscated-gradients

7 of 9 defenses relying on obfuscated
gradients. Our new attacks successtully circum-
vent 6 completely, and 1 partially
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Okay, lesson learned.

Don't let agversaries have
ANY access to my model
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DECISION-BASED ADVERSARIAL ATTACKS: Deep Neural Networks without Training Substitute Models

RELIABLE ATTACKS AGAINST BLACK-B0OX MACHINE
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amples, which can transfer among different architectures. These transferable ad

Transferability in Machine Learning: from Phenomena to Abstract
Black-Box Attacks using Adversarial Samples

Adversarial examples are maliciously perturbed inputs designed to mislead machine
learning (ML) models at test-time. They often transfer: the same adversarial
example fools more than one model.

Nicolas Papernot and Patrick McDaniel lan Goodfellow In this work, we propose novel methods for estimating the previously unknown
The Pennsylvania State University OpenAl dimensionality of the space of adversarial inputs. We find that adversanal examples
University Park, PA ‘San Francisco, CA span a contiguous subspace of large (~25) dimensionality. Adversarial subspaces
{ngp5056,mcdaniel}@cse.psu.edu |an@opena|.com with higher dimensionality are more likely to intcrscct.. We find that for two
different models, a significant fraction of their subspaces is shared, thus enabling

:vhich is a black-box image classiééation system. transterability.
» analysis of the similarity of different models' decision
. . . it these boundanies are actually close in arbitrary directions,
Universal adversarial perturbations benign. We conclude by formally studying the limits of
ive (1) sufficient conditions on the data distribution that
r simple model classes and (2) examples of scenarios in
. - . . t occur. These findings indicate that it may be possible to
Seyed-Mohsen Moosavi-Dezfooli™' Alhussein Fawzi*' transfer-based attacks, even for models that are vulnerable
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Give up.
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However, there are
also significant
vulnerabilities




Questions?

https://nicholas.carlini.com
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